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Abstract

Small area estimation (sae) is a set of techniques used to provide
sufficiently accurate estimates at a finer level than is possible using
the data for each small area alone. Indeed small area estimates can be
obtained even in areas in which there is no sample. Models for sae
come In a variety of forms that extend beyond linear and mixed linear
models, but this talk (rather than attempting to be encyclopaedic) will
Instead consider common themes and differences between sae using
linear and linear mixed models, and the usual framework used for
linear and linear mixed models. The intent is to provide context for
the other talks iIn this session. Common themes will include
estimation of fixed and prediction of random parameters. Differences
will include use of sample survey data in sae, and the interest In
aggregates of combinations of fixed and random parameter estimates,
rather than in prediction of individual observations or estimation and
prediction of individual parameters.



Small Area Estimation models

Ghosh and Rao (1994) classify small area models mnto
two broad categories, area level and unit level models. Area
level models refer to sets of models that can be considerad
when only area-specific auxiliary variables are available.
Umnit level models, on the other hand, refer to models that
can be considered when there are wmit-specific auxilhiary
variables and umt level values of the varable under study

can be used. All such models are special cases of a general
linear or generalized linear muxed model and wsually m-
volve both fixed and random effects.



Area-level models

For area level models, 1t 15 assumed that the population
mean (¥ ) of the a® small area or some suitable function

8. =g(¥ ) 1srelated to the area-specific auxiliary variables
X, =(x,, ... x,,)" through a linear model

E]:.' = I:'.' B+ CaVa I:]':I



Area-level models

E]:.' = I:'.' ﬁ+ CaVa l:]':l

where a=1 ..,k v ~ud(0, o;). B 15 a vector of regres-
510N parameters. ¢ are known or estunated positive com-
stants to allow for heteroscedasticity, £ 1s the total number
of small areas under study and p 1s the number of awuliary
vanables. It 15 assumed that a direct design-basad estumator.

Y, of the population mean ¥ 1s available whenever the
area sample size n_ =1, and that

5, =6 +e, (2)



Area-level models

5. =6 +e (2)

where én = g(T ) and the sampling errors e are mdepen-
dent N(0, V) with known variance V. Combining equa-
tion (1) and (2) gives the area level hnear mixed model.
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Area-level models

We note that (3) mvolves both design-based random
vanables e, and model-based random vanables v, (Rao

1999), where design-based variables are due to the sample
selechion mechamsm and model-based ones to the super-

population structure m whach the model 15 embedded.
Area level models have vanous extensions so they can

for example handle correlated sampling errors, spatial de-
pendence of random small area effects. tume series and

cross-sectional data (see Rao 2003, 1999 and Ghosh and
Rao 1994).



Unit-level models

The umt level model assumes that the vanable of interest
¥, for the 7™ umt n the a®™ small area 1s related to the

elé-meut-ap-er:iﬁc auxiliary data X, = (X, ..., X,) through
a nested error regression model:

F:-I.. = ln-’*ﬂ + 1 :'.'-1 {4]
where a=1 ..k h= - B=Bg. - B,y) 15 pxl

vector of regression pmmneters and N, 1s the number of
population units or households m the a® small area. It 15

also assumed that the random effects v ., are nd N(0, ;)
and are independent of the umt errors e, which are
assumed to be ud N(0, ;). Extensions that allow errors to

be heteroscedastic, with known scaling constant(s) are also
possible.



Unit level models - ELL method

Modeling per capita income or expenditure of house-
holds instead of poverty measures themselves (such as
poverty mcidence and gap) 15 one of the distinctive featres
of the ELL method. As mentioned in the previous section,
the ELL method mvolves fitting the mcome or expendimre
model to the survev data and applyving it to the census data
prior to the generation of the small area estimates of poverty
measures. [he mncome/expenditure model 15 as follows:

Ly =P+, (3)

where b=1 . M. h=1_ N, I,
per capita income or expenditure of the /® umt or
household in the A% cluster. M is the total number of
clusters m the population and N, 1s the total number of

households in the 5™ cluster m the population. x,; is a set

15 the log-transformed

of the auxiliary vanables available in both the surveyv and
the census. which generally need to be contemporansous;



Unit level models - ELL method

Model (3) can be wrnitten as

-, | .
Iy =X, B T, T, (7)
which 15 simular i form to the vt level model or nested
error regression model mentioned m the previous section.
However while the form of the model 15 sinular. the group
being referred to 1s different. eg.. I, refers to the 7™

™ small area. while I, refers to the ;™

household mn the a
household in the 5% cluster. Clusters, based on the survey
design. will typically be mmuich smaller than the areas for
which small area estimates are sought. and generally (unlike
almost all the small areas) not all clusters are sampled. For
example m the Philippmes. estimates are sought at the

mumicipal level which 1s composed of barangavys or clusters.
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Fitting methods

* There are a range of possible methods of fitting small area
estimation models

« The methods have obvious links to fitting of linear mixed (or
generalized linear) models

« The additional complication however iIs that the data are
generally from a sample survey with complex design, for
example including stratification, clustering, and unequal
selection probabilities.



Pseudo-empirical BLUP

You and Rao (2002) proposed an estimator of the small
area mean by demving an estimator of B based on the umt
level model (4). The process of dermving the estimator of B
starts with the computation of the best linear unbiased
predictor (BLUP) of v given the parameters B. G and

. . .
g, from the aggregated (survey-weighted) area level

mode]l:

I =% _PB+v,+¢, (14)

12



Pseudo-empirical BLUP

which proceeds as follows:

- 5 : 2 . [ — _—|' £ -

v (B.os. o) =70, —X..B) (13)

where X =53 WX, Vo= 5,0 W, V. Vo =G/ (02 +
AW~ k=] gk tahc S awT b=l  CTghds gl aws ¥

T = - " - -
- - . —_— " '1,"_ o1 . -
Gﬁ' ":'.:r}' War™— YWan 1 "W an- O

mo 9 -
2 e S =T pany,. and W, are the

umit level survev weights: then solving for the survey-
weighted estimating equation for

kE n

d

> S i x, vy —xnB-7,, (B.ol.c)]=0 (16)

o] fre]
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Pseudo-empirical BLUP

from which the estunator of § 15 obtamned as

Eon, )
B 1 T Im’zzah | J| E E I.:.'Fi'-' ah I {1?;'
Te=] ﬂr 1 i =] Bl J

where z, =W, (x4 — VpeXa )  Lhe corresponding

covariance matnx 1s then as follows:
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Pseudo-empirical BLUP

The vanance components are estimated using Henderson s
Method 3 (Henderson 1923). to generate unbiased estimates
even i the presence of comrelated elements m the model
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Iterative weighted estimating equation

method

The estimator proposed by You er al. (2003) 15 sanular to
the Pseudo-EBLUP estimator. except that it mcorporates the
sampling weights in the computation of the vanance com-
ponents, and it generates the parameter estimate B and the
varance components by using an iterative weighted esti-
mating equation (IWEE) approach. The authors derived the
estimator of G, and G as follows:

"

&k M, - _ — _ ‘& it=11172
Ea_;zh ] 11&#[1'::?: ~Veaw T I:Iﬁ'.ii' _Imt} ﬂ ) :l]

A IETH WA

=g:(B) (21)
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Iterative weighted estimating equation

method
and
1 1k gD & N E
50 == A+ (Y P 4 Ze > OV
K gl T gl k gl
=5 (¥ oI G3) 22

The survey weighted estimates of B. O_. O, are obtained
simultaneously by followimng iterattve updating steps. f m
the equation above stands for the % iteration. Since the
vanance components 0. and O, are unknown. initial esti-
mates for the iterative steps are generated by Henderson s

method. Agam. as for Pseudo-EBLUP. for the ELL regres-

stion model formulation (7). the subscript a 15 replaced
bv b
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Iterative weighted estimating equation

method

This approach 15 simlar to the probabilitv-weighted
iterative  generalized least squares (PIWGLS) method
proposed by Pleffermann er al. (1998) for fiting multilevel
maodels where the estumation process considerad the unequal

selection probabilities at each stage of sampling and in-
volves tterating between the parameter B and the vanance

components until convergence. A model-based approach 1s
also proposed by Pfeffermann. Moura and Silva (2006).
which mvolves dermving the hierarchical model for grven
sample data as a function of the population model and the
selection probabilities, and then fitting the sample model

using Bavesian approach by use of Markov Chamn Monte
Carlo algorithm.

18



Generalised survey regression method

Another approach to generate the estimator of the
parameter P and its varnance is the design-based meth-

odology for fitting regression models (Lohr 1999). This

techmique 15 currently used in the Stata. Sudaan. and
WesVar package. for example. The estmator of B grven
below 15 the sample weighted regression estumator for a
model with homoscedastic vanance structure and un-
correlated observations i the population.

B. = (XWX)'XWy. (23)
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This estimator 15 not denved under the model specified
by (7) even under the homoscedastic vanances for house-

hold errors. The lmeanzed/robust vanance estimate for .
15 based on the design-based vanance estimator for a total.

SIVen as.
I m I ", \ |
r il ' -
VB =D —3 | S vy, || Sl (D (29
m—153 " L kel /|

where d,;, =&,,X,,: &, 15 the residual from WLS regres-
S101L X, 15 a vector of the mndependent vanables: wy, 1s a
sampling weight: D=(X'WX)™: and W 15 a diagonal

matrix of the sampling weights.

Generalised survey regression method
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Generalised survey regression method

The General Survev Regression method differs from the
other techmques i the computation of the estumates. and
generates the estumates without computing the vanance
components, G, and C.. As shown above. the equations
tor the estimator of the parameter P and 1ts corresponding
estimated covanance matnx only mvolve the samplmg

weights matrix W. The estimated covanance matrx mn (14)
15 often referred to as a sandwich estimator.

21



Millennium Development Goals, Targets
and Indicators

Goal 1. Eradicate extreme poverty and hunger

Target 1.
Halve, between 1990 and 2015, the proportion of people whose income is less than one
dollar a day

Indicators
1. Proportion of population below $1 (1993 PPP) per day (World Bank)?
2. Poverty gap ratio [incidence x depth of poverty] (World Bank)
3. Share of poorest quintile in national consumption (World Bank)

Target 2.
Halve, between 1990 and 2015, the proportion of people who suffer from hunger

Indicators
4. Prevalence of underweight children under five years of age (UNICEF-WHO)
5. Proportion of population below minimum level of dietary energy consumption (FAO)

Footnotes:

3 For monitoring country poverty trends, indicators based on national poverty lines should be used,
where available.
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*Poverty Incidence — proportion below the poverty line
‘Poverty Gap — average amount below the poverty line

*Poverty Severity — gives more weight to the very poor

FGT = Foster-Greer-Thorbecke




Food Poverty Line







SAE - Bangladesh
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SAE - Philippines
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SAE - Nepal
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SAE - Cambodia
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Small Area Estimation - Extensions

Quantile regression

- Different models are fitted to quantiles of the dependent variable, but note
effect of subsetting data.

Multivariate models

- Dependent variables are modelled together. Note however Cambodia (where
stunting and underweight are positively correlated) c.f. Nepal (stunting and
wasting negatively correlated).

Spatial models
- Care needed as smoothing spatially can mask model inadequacies.

Non-linear and generalized linear models

- Extensions include modelling of proportions via classification trees and
regression trees .
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